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ABSTRACT 
Malware is a severe threat to the network and host system security. It is frequently the primary cause of many events, such as Distributed 

Denial-of-Service attacks (DDoS), spam emails, etc. The detection and elimination of Malware are the subjects of intensive study. As a 

result, many antivirus programs have been created to help identify and remove Malware. The issue with this antivirus software is that it 

uses an obsolete method of detecting Malware, the signature-matching approach, which the primary forms of code obfuscation may 

deceive. Since then, this has resulted in the creation of a new generation of metamorphic and polymorphic Malware. In this paper, we 

investigated using the Instance-Based Learner (IBK) algorithm for detecting obfuscated Malware in a given dataset. Utilizing the Lazy 

IBK technique in malware detection is beneficial because the algorithm can accurately detect and classify the obfuscated Malware in 

the dataset using the Manhattan Distance function, one of the most well-known distance metric functions for measuring the distance 

between points. We analyzed an obfuscated malware dataset of 58,596 records selected from 3 malware categories. The algorithm was 

illustrated on the dataset utilizing 10-fold cross-validation. The results demonstrate that the proposed algorithm can quickly and 

accurately detect obfuscated Malware with an accuracy of 99.99%, a precision of 100%, and a recall of 100%, respectively. 
https://creativecommons.org/licenses/by-nc/4.0/ 
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1. Introduction 

Malware, which first appeared in the 1980s, has emerged as one 

of the most significant points in the cybersecurity field since its 

introduction. Malware refers to any harmful software used by 

cybercriminals and is designed to cause damage to a computer 

system or an individual user by carrying out various illegal 

actions. Malware has grown as quickly as technology and internet 

access have progressed, regardless of the current protection 

solutions[1]. In addition, the capability of Malware to bypass 

detection techniques has contributed to the complexity of the 

malware detection process. Because there is a wide variety of 

malware families and classifications, it is necessary to cover all 

your bases. Malware has several types, including Botnets, 

Spyware, Worms, Bots, Viruses, Rootkits, Trojan Horses, 

Ransomware, etc. The malware families have many 

functionalities, such as accessing the information, access 

prevention for authorized users, or committing other cybercrimes.

 Concentrating on categories and families is the most effective 

method for detecting Malware to prevent and halt it in the 

future[2]. Because manual detection techniques require significant 

time and effort, various learning algorithms, such as machine 

learning and deep learning, are utilized. These systems can 

extract intelligent insights from the data in an intuitive way. 

Finding out which training data to feed the system to produce the 

fastest and most accurate evaluation is the primary goal of these 

learning systems[3]. Machine learning techniques use a collection 

of features that may be examined with a vast sample size to 

compare and contrast differences. 

Additionally, these features may be entered in various forms, 

which is one of the considerations for choosing the machine 

learning system that should be employed[4]. Some machine 

learning algorithms prioritize speed, while others prioritize 

accuracy and precision in collecting and analyzing data. Because 

of this, selecting the various algorithms that match the aim and 

the kind of input affects the system's results[5]. There is a machine 

learning model that fits these aims of detection and 

characterization, which is the IBK machine learning classifier 

belongs to the lazy learning technique, also known as the K 
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Nearest-Neighbor classifier(K-NN), which uses a distance metric 

function for measuring the distance between the points, here 

Manhattan Distance is used for the measurement[6]. Several 

techniques are available for obfuscated malware detection relying 

on memory analysis[7-8]. 

On the other hand, most works need more complexity and low 

accuracy in classifying the data, which is unsuitable for that 

purpose[9]. It is better to propose a robust and accurate model for 

detecting obfuscated Malware by selecting the appropriate 

classifier[10-11]. The significant contribution of this study is 

building an accurate model to detect the obfuscated Malware 

from the dataset used and then explaining the performance 

measurements obtained from the classification process[12-13]. The 

outline of the paper is organized as follows. Section 2 describes 

the Literature Review; the methodology is demonstrated in 

Section 3; experiments and results are presented in Section 4; and, 

finally, our conclusion and future work are discussed in Sections 

5 and 6, respectively. 

2. Related Works 

Ever since its creation, Malware has received significant attention 

in the realm of cybersecurity owing to the many distribution 

methods and categories it encompasses. Even though there are 

several detection techniques, each has its own unique set of 

obstacles. Within the framework of the research gap, the 

mechanism for detecting malware memory detection has been 

addressed in several studies. At the same time, the algorithm used 

in this paper and the extent of its effectiveness in this field have 

yet to be discussed in previous studies. This section examines the 

remaining concerns and challenges in this study area and 

highlights related efforts on malware detection using memory 

analysis. On the other hand, other techniques are used in this field 

with their accuracy and outcomes. 

Capturing a snapshot and extracting features from memory is a 

strong understanding of the activities in the system, which is 

called the memory analysis technique. explains that while all 

critical information is stored in memory, malware memory 

analysis is still reliable. Memory analysis that isn't done in real-

time necessitates snapshots, and taking these snapshots is critical 

to ensuring that memory files aren't harmed. The memory 

analysis process could be changed by affected memory files, 

eliminating the analysis's reliability[14]. 

In[15], they presented a memory-analysis plugin that makes the 

analysis process straightforward. This plugin concentrates on the 

specifics of heap objects in memory, which might assist a 

memory analyst in comprehending what happens in the system 

memory. Memory analysis can be employed in various 

approaches and techniques to explore what happened to a victim. 

In[16], the study of volatile memory to obtain information on 

shreds of evidence in social media was explained. The application 

created in this research concentrates specifically on volatile 

memory analysis to acquire social media evidence. 

In[17] , they introduce an intriguing notion of memory dump 

preprocessing with two various procedures, making the analysis 

process faster and easier by relocating file objects. Guided De-

Relocation was the first strategy, which specified a new space for 

the information. Also, Linear Sweep De-Relocation was the 

second to search memory for a storage location. Memory 

forensics tools can change the performance of memory analysis, 

yet they may still be modified and enhanced to be faster, more 

effective, and easier to employ. 

Because classifying malware analysis can be time-consuming and 

inaccurate,authors in[18] recommend vectoring assembly source 

code employing the Long Short-Term Memory-Based (LSTM) 

approach for malware classification. Compared to alternative 

techniques, the accuracy increased by 0.5 percent when using 

word2vec with the LSTM system. 

In[19], a platform for detecting Malware was developed by 

analyzing online virtual memory access patterns employing 

machine learning techniques. They applied the platform to an 

application-specific malware detection targeting detection of 

Malware infected with identified applications. Their experiments 

focused on two significant malware groups: kernel rootkits and 

memory-corruption attacks on user programs. Their framework 

detection rate was 99.0%, with less than 5% false positives. 

In[20], deep learning was employed to detect Malware in cloud 

computing runs in the virtual machine-monitor layer; executing 

malware extracts memory snapshots of virtual machines. It 

converts the picture to grayscale images. They used a 

Convolutional Neural Network (CNN) to train the model. 

Without runtime overhead, their malware detector was secure and 

accurate; in their experiments, they obtained a high accuracy for 

malware detection, which was 0.905 percent. 

In[21], they used a novel method for selecting a relevant feature 

from an Intrusion Detection dataset to reduce the complexity, a 

correlation-based feature selection, and a classifier subset-

evaluation approach. Then, two famous classifiers were applied 

to the minimized dataset: Multilayer Perceptron (MLP) and 

Instance-Based Learning (IBK) algorithms. The experimental 

results showed the highest accuracy for the IBK classifier, 

99.87%. 

In[22], seven different data mining techniques were employed to 

predict people's interests for several pages on Facebook specified 

by info properties. They evaluated the performances of the 

algorithms utilizing a dataset with 10172 instances with six 

attributes. The classifiers used were KStar, LWL, IBK, J48, 

Naïve Bayes, Bayes Net, and Decision Table. The experimental 

results revealed that the algorithms' performances were 

reasonable, including IBK, with an accuracy of 98.21%. 

In[23], various data mining techniques were used to analyze the 

Breast Cancer dataset. They Preprocessed and extracted features 

for optimizing the data and preparing the dataset for 

classification[24]. The classification process was done to evaluate 

the classifiers. IBK obtained the highest accuracy rate among the 

classifiers, with 98.2 percent. 

In[25], they used a Lazy Classifier, including the IBK algorithm, 

to classify a diabetes dataset. They used tenfold cross-validation 

to split the dataset[26]. Their experimental results on the dataset 

revealed that the IBK algorithm gained the highest marks with 99 

percent accuracy. 
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According to[27], they recommend a deep, productive model that 

brings together global and local features to determine malware 

variants effectively. The dual code arrays effectively transform 

Malware into an image representing global characteristics with a 

predefined hidden space. It extracts local features using binary 

code sequences while converting Malware into an image to 

represent global characteristics efficiently with predefined latent 

space[28]. They combined and entered the two extracted features 

with their characteristics into the malware detector. Their 

experimental results were reasonable, with a 97.47% accuracy 

rate. 

Researchers[29] recommended methods: the time it takes for 

Malware to be detected in the user and at the kernel level of the 

operating system, dumping malware executable memory, and 

precision hook setup at the right time. The primary purpose of 

this article is to create an effective platform for analyzing 

behaviour and detecting new Malware through utilizing a 

metamorphic engine; two tools are taking action for obfuscating 

and metamorphic itself, which are packer and protector[30]. Their 

outcomes in recognizing kernel-level Malware were 85%, which 

was reasonable.  

Authors in[31] provide a designated framework that aims at 

reliable and secured detection of newly designed and unknown 

instances of Malware on virtual machines inside an organization's 

private cloud. The MinHash approach was used to examine all of 

the information in the memory dumps since it is ideal for 

efficiently comparing volatile memory dumps, which is essential 

for accurately identifying Malware in VMs. A comprehensive set 

of experiments of increasing difficulty is used to evaluate the 

proposed framework. During these experiments, the researchers 

also measured the detection performance of various classifiers 

based on similarity and machine learning. These classifiers were 

tested on real-world, professional, legendary malware collections 

and lawful applications[32]. The experimental result revealed that 

the framework could identify the abnormal state of a virtual 

server and known, new, and unidentified Malware with extremely 

high TPRs (100% for Ransomware and RATs) and very low 

FPRs (1.8% for Ransomware and no FPR for RATs). 

In[33], they employed two image descriptors, GIST and HOG, to 

undertake two-phase research to identify and detect malicious 

and benign executables. It was done by analyzing the memory 

dump images. In the second phase, researchers utilized UMAP, a 

state-of-the-art manifold learning technique, to enhance classifier 

robustness and better determine if a suspicious process in a 

computer's memory is malicious. Using the SMO algorithm on 

the feature vectors in conjunction with the GIST and HOG 

algorithms, they reached a prediction accuracy of up to 96.39%, 

as shown by the results[34]. The UMAP-based manifold learning 

technique enhanced unidentified malware identification model 

accuracy by 12.93%, 21.83%, and 20.78% for Random Forest, 

linear SVM, and XGBoost algorithms, respectively. 

Nowadays, the spread of Malware is a significant problem. The 

rapid development of the internet and the expansion of software 

and systems have filled the information exchange gap in daily 

life. Storages such as memory are a primary target for spreading 

Malware through it. Identifying and detecting Malware takes a lot 

of time and energy. Therefore, much research has been conducted 

to detect Malware in different datasets. Some of their detection 

rate are high and reasonable.  

Table 1 represents related works on the other two types of studies. 

The first one is on malware datasets with the algorithms used to 

detect the Malware. The second one is on different datasets that 

used our algorithm (Lazy IBK) and their results.

Table 1: List some Related Works. 

Reference Dataset Classifier / Technique Accuracy 

[18] 
Microsoft Malware Classification 

Challenge (BIG 2015) dataset  
Long Short-Term Memory (LSTM) network  95.71% 

[19] online memory data  Logistic Regression, SVM, and Random Forest  99.0% 

[20] Win32-type malware samples  CNN-Model  90.5% 

[21] 
CIC IDS-2017(Intrusion Detection 

Dataset)  
MLP, IBK  

99.67%, 

99.87% 

[22] Facebook Data  
Naïve Bayes, Kstar, LWL, DT, J48 and   

Instance-Based Learning (IBK)  

98.21% 

(IBK) 

[23] Breast Cancer Datasets  
Naïve Bayes, Logistic, Instance Based Learning (IBK), Random 

Forest, J48  

98.2% 

(IBK) 

[25] Diabetes Dataset  Instance-Based Learning (IBK), Kstr, LWL  99% 

[27] 
Kaggle Microsoft Malware 

Classification Challenge  

Deep Generative Model  

  
97.47% 

[29] 
Obfuscated and Metamorphic 

Malware  

Dynamic Obfuscation (anti-analysis) and Static Obfuscation 

Techniques  
85% 

[31] Malware Dataset  
MinHash method  

  
86% 

[33] Dumpware10 Dataset  

SMO algorithm on the feature vectors combined with 

GIST+HOG  

  

96.39% 
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3.Methodology 

This section demonstrates this article's approaches, techniques, 

and datasets. The flow diagram of our method is depicted in 

Figure 1, and the following subsections expound each step of the 

research done in this article in detail. 

 

Figure 1: Flowchart Diagram of The Obfuscated Malware Detection 

Model. 

3.1. Obfuscated Malware Dataset 

In this paper, we have used the obfuscated malware dataset. The 

balanced dataset is built to select malicious software detection 

mechanisms through memory. The goal behind the design of this 

data set is to obtain the closest possible sample of known 

Malware in the real world. Which in total consists of 58,596 

records, equally divided into two groups: malicious and benign 

dumps. Meaning each group consists of 29,298 records. 

Concerning the mechanism of creating memory dumps, different 

applications were used in the device with a memory of 2 GB, 

depending on the usual behaviour of the users; as for the 

mechanism adopted to capture malicious files, VirusTotal, which 

contains different categories of Malware. As a result, 2961 

malware samples were collected for those programs, including 

Spyware, Trojan horses, and Ransomware, as detailed in Tables 

II and III[35]. Figure 2 shows the overall malware families used in 

the dataset.

Table 2: Description of Obfuscated Malware Dataset Features. 

Feature Type Feature List Feature Descriptions 

 

Malfind 

commit charge The overall of Commit Charges 

protection The overall protections 

uniqueInjections The overall unique injections 

 

Ldrmodule 

avgMissingFromLoad The average amount of modules missing from the load list 

avgMissingFromInit The average amount of modules missing from the initialization list 

avgMissingFromMem The average amount of modules missing from memory 

 

Handles 

port The overall port handles 

file The overall file handles 

event The overall event handles 

desktop The overall desktop handles 

key The overall key handles 

thread The overall thread handles 

directory The overall directory handles 

semaphore The overall semaphore handles 

timer The overall timer handles 

section The overall section handles 

mutant The overall mutant handles 

 

Process View 

pslist Average false ratio of the process list 

psscan Average false ratio of the process scan 

thrdproc Average false ratio of the third process 

pspcid Average false ratio of the process id 

session Average false ratio of the session 

deskthrd Average false ratio of the deskthrd 

 

Apihooks 

nhooks The overall apihooks 

nhookInLine The overall line apihooks 

nhooksInUsermode The overall of apihooks in user mode 
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Table 3: Description of Malware Sample Count. 

Malware Group Malware Families Count 

Trojan Horse 

Group 

Zeus 195 

Emotet 196 

Refroso 200 

scar 200 

Reconyc 157 

Spyware Group 

180Solutions 200 

Coolwebsearch 200 

Gator 200 

Transponder 241 

TIBS 141 

Ransomware 

Group 

Conti 200 

MAZE 195 

Pysa 171 

Ako 200 

Shade 220 

 

 

Figure 2: Complete Dataset Breakdown. 

3.2. Preprocessing Data 

In preprocessing and to balance the dataset, oversampling with 

the SMOTE technique was performed. In contrast to other 

oversampling methods, SMOTE creates synthetic values that are 

hardly distinguishable from the actual values rather than 

producing duplicates[36].  

3.3. Lazy IBK Algorithm 

Instance-based classifier (IBK), or K-nearest-neighbor, is an 

efficient and straightforward technique that falls into the category 

of lazy learning. This method relies on the training data to make 

predictions without needing model learning. As distance is the 

primary determinant of similarity between data points, k-NN 

employs a majority vote between the new (unseen) instance and 

the k most identical examples[37]. In addition, the parameters of 

the IBK classifier were employed without modifying the default 

parameters like: 

• The number of neighbours to use (KNN) = 1 

• batchSize = 100 The preferred number of instances to 

process if the batch prediction is performed. 

• Distance weighting = 2 Gets the distance weighting 

method used. 

• window-size = 0 Gets the maximum number of instances 

allowed in the training pool 

• attributeIndices = First-Last Specify a range of attributes 

to act on. It is a comma-separated list of attribute indices 

with "first" and "last" valid values. Specify an inclusive 

range with "-."  

IBK commonly employs distance metric functions to measure the 

distance between points and vectors. Manhattan distance is used 

to measure the distance between two points by utilizing the 

absolute value of the difference between them[38]. The following 

equation is the formula for the Manhattan distance: 

𝑑(𝑥, 𝑦) =  ∑|𝑥𝑖 − 𝑦𝑖|                                                                   (1)

𝑛

𝑖=1

 

 Where:  

  X: is the first point 

  Y: is the second point 

  ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1 : is the absolute value of two points     

4. Experimental Results And Discussion 

This study aims to build a quick and accurate model for malware 

detection in obfuscated malware memory datasets. The 

classification process in this paper was done utilizing a machine 

learning tool developed by Waikato University in New Zealand, 

which is named Weka (Waikato Environment for Knowledge 

Analysis). It is free and open-source software with visualization 

tools and algorithms for analyzing data and predictive 

modelling[39]. We have implemented the work on HP z Firefly 14 

g8, a laptop with Intel(R) Core i7-1165G7 CPU@ 2.80GHz, 

16GB RAM, and Windows 10 Professional 64-bit. We have 

implemented the Lazy IBK-based Manhattan Distance 

experiment conducted in this work on a massive dataset with 

several records. The Obfuscated Malware Memory dataset was 

first split employing a 10-fold cross-validation approach to divide 

the dataset into ten equal portions to implement and validate the 

proposed model. Each dataset part is utilized in both the training 

and testing process. This approach aims to guarantee the 

randomness of the experiments and avoid any modelling issues 

with underfitting and overfitting. The performance evaluation of 

the algorithm is summarized after classification based on various 

metrics, including Confusion Matrix, TP Rate, FP Rate, 

Precision, Recall, F-Measure, Classification Error Rate, and 

Accuracy. 

Table 4: Explain the Confusion Matrix, which is Tp = True Positive, 

Fn = False Negative, Fp = False Positive, Tn = True Negative 

  Actual Class 

  Positive Negative 

Predicted Class 
Positive TP FP 

Negative FN TN 
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Table 5: Confusion Matrix for Proposed Model. 

  Actual Class 

  Benign Malware 

Predicted Class 
Benign 29298 6 

Malware 0 29292 

Table 3 and Table 4 represent the confusion matrix of the Lazy 

IBK classification model. (TP) is the number of benign records 

in the actual class of the dataset, which was classified as benign 

records equal to 29298. Meanwhile, (FN) is the number of benign 

records in the exact type of dataset predicted as malware records, 

which is zero. Furthermore, (FP) is the number of malware 

records in the actual class expected as benign records, equal to 

six. Lastly, (TN) is the number of malware records in the actual 

class indicated as malware records and is equal to 29292. Table 5 

demonstrates the metrics in detail with their equations. 

 

Table 6: Evaluation Metrics for Classification Model. 

Metric 

Names 

Metrics Equations References 

TP Rate TP / (TP+FN) [40] 

FP Rate FP / (FP+TN) [40] 

Precision TP/ (TP+ FP) [41] 

Recall TP/ (TP+ FN) [41] 

F-

Measure 

(2 * Precision * Recall) / 

(Precision + Recall) 

[42] 

Error 

Rate 

FP + FN / TP + TN + FP + 

FN 

[42] 

Accuracy 100% - Error Rate [42] 

The experimental results in Table 5 show that the Lazy IBK 

algorithm based on Manhattan Distance obtained a perfect 

outcome in classifying an Obfuscated Malware dataset classes 

(benign or Malware) with outstanding accuracy, precision, recall, 

and F-measure of 99.99%, 1.000, 1.000, 1.000 respectively. In 

our model, the precision and recall values are equal to 1.000. 

furthermore, the F‐Measure metric depends on precision and 

recall values as the harmonic mean to be calculated. In our case, 

1.000 has been concluded, which can be considered a very high 

result.

Table 7: Evaluation Metrics for Validation Data. 

 

According to Table VII, the total number of instances was 58596, 

and the correctly classified obfuscated malware records out of the 

total obfuscated Malware in the dataset for Lazy IBK was 58590. 

The Lazy IBK obtained a 0.01% error rate. In addition, the model 

building and the classification time interval were 0.7 seconds. 

Table 8: Time/Values of Performance Metrics of The Algorithm. 

Total Number of 

Instances 
Correctly Classified Instances 

Incorrectly Classified 

Instances 
Error Rate Modelling Time (Seconds) 

58596 58590 6 0.01 0.7 

 

The lazy IBK-based Manhattan Distance model has been 

extensively utilized for classification problems in data mining 

and machine learning. This article granted a machine learning 

algorithm, Lazy IBK-based Manhattan Distance, to classify an 

Obfuscated Malware Memory dataset. The Lazy IBK represents 

flexibility and can handle a vast dataset, as we employed in this 

study. We have proved that the used classifier can efficiently and 

accurately identify the Malware in an Obfuscated Malware 

dataset with experimental and, therefore, obtained superior 

predictive performance. 

5. Comparing the Proposed Model With  Relevant Studies 

It takes work to compare the obtained results accurately with 

other developments in related research due to the diversity and 

difference in the available datasets and the approach used in each 

study. They are often biased towards a specific direction. Three 

criteria were adopted to compare the proposed model with four 

related works: the speed of model construction, the model's 

complexity, and the model's accuracy. 

The first work selected for comparison is by[26], which is much 

slower than the proposed model with the same level of model 

complexity as the proposed method with relatively high accuracy. 

Moreover, the second comparison is with[24], a fast and complex 

model with medium accuracy compared to the proposed model. 

Furthermore, the third work was authored by[14] in which the 

speed of the model was not mentioned, but what is noteworthy in 

this work is the very high accuracy that is comparable to the 

accuracy of the proposed work and a similar level to the proposed 

method in terms of complexity. Ultimately, the fourth and last 

comparison is with[28], which is medium in both speed and 

complexity while characterized by relatively high accuracy but 

still less accurate than the proposed model. 

Class Label TP Rate FP Rate Precision Recall F-Measure Accuracy % 

Benign 0.000 1.000 1.000 1.000 1.000 99.99 
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Table 9: Compared with Other Obfuscated Malware Detection 

Methods. 

Models Speed Complexity Accuracy 
[31] Medium Medium High 
[29] High High Medium 

[19] Not 

Mentioned 
High 

Very 

High 
[33] Medium Medium High 

Proposed 

Method 
Very High Medium 

Very 

High 

Conclusion and Future Work 

In this paper, a rapid and very high accuracy model (compared to 

similar studies in the same field) was built to detect obfuscated 

malware memory by applying a Lazy Instance-Based Classifier 

with Manhattan function distance. I am using the obfuscated 

malware dataset employing the 10-fold cross-validation to split 

the used dataset into the training and testing sets, which consist 

of 58,596 records divided into three categories (Trojan Horse  ,،

Spyware   ،Ransomware) groups. As a result, the classification 

accuracy obtained to classify the data set used for the method 

proposed in this paper was 99.99% in a record time of 0.7 

seconds. Furthermore, the next step of this paper is to apply the 

proposed method in classifying the dataset for other malware 

attacks, such as Fileless Malware, Mobile Malware, etc., as future 

work. 
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